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ABSTRACT 

Background and Aim: Advances in healthcare artificial intelligence are occurring rapidly, and the debate 

about managing its development is increasing. Many AI technologies are ultimately owned and controlled 

by private entities. The nature of AI implementation could mean that such companies, clinics and public 

bodies will play a more than usual role in acquiring, using and protecting patient health information. This 

raises implementation privacy and data security issues. The first challenge involves accessing, using and 

controlling privately owned patient data. Some recent public-private partnerships to implement artificial 

intelligence have resulted in weak privacy protections. As such, there are calls for more systematic 

oversight of big data health research. Appropriate measures should be in place to protect patient privacy 

and representation. Private data custodians can be influenced by competing objectives and should be 

structurally incentivized to ensure data protection and prevent alternative uses. Another set of concerns 

relates to the external risk of privacy violations through AI-based methods. The ability to de-identify or 

de-identify patient health data may be compromised or even invalidated by new algorithms that have 

successfully de-identified such data. This can increase the risk to privately held patient data. 

Methods: This article is written in a descriptive-analytical way. 

Ethical Considerations: In all stages of writing the present research, while respecting the originality of 

the texts, honesty and trustworthiness have been observed. 

Results: Production data can be used to fill data gaps created by these institution-driven perceptions and 

prevent artificial intelligence systems from becoming inoperable. As for the issue of re-identification, 

there will be a need for new and improved forms of data protection and anonymization. 

Conclusion: We are currently in a situation where regulations and oversight are in danger of falling 

behind the technologies that govern them. Regulations should emphasize patient representation and 

consent and should encourage more sophisticated methods of anonymization and data protection. 
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 باشد. سلامت سینا می حقوق و زیستی اخلاق انستیتو به متعلق اثر، این انتشار حقوق تمامی

 

 سلامت حقوق مجله
 3041 ،دوم دوره

 

 مصنوعی هوش و خصوصی حریم بر حق تعامل :پزشکی های داده از حفاظت

 3جلالی عباسپور آرام ،  3قدیم زمانه نوید

 .ایران تبریز، رشدیه، عالی آموزش مؤسسه ،حقوق گروه .1

 چکیده

 حال در آن توسعه مدیریت مورد در بحث و است دادن رخ حال در سرعت به بهداشتی های مراقبت مصنوعی هوش در پیشرفت :هدف و ینهزم

 هوش سازی پیاده ماهیت .هستند خصوصی نهادهای کنترل و مالکیت تحت نهایت در مصنوعی هوش های فناوری از بسیاری .است افزایش

 از حفاظت و استفاده کسب، در معمول حد از بیش نقشی عمومی نهادهای و ها کلینیک ها، شرکت چنین که باشد معنا این به تواند می مصنوعی

 اولین .کند می ایجاد را ها داده امنیت و سازی پیاده به مربوط خصوصی حریم به مربوط مسائل موضوع این .داشت خواهند بیمار سلامت اطلاعات

 سازی پیاده برای اخیر خصوصی و دولتی های مشارکت از برخی .است شخصی مالکیت در بیمار های داده رلکنت و استفاده دسترسی، شامل چالش

 تحقیقات بر بیشتر سیستمی نظارت برای هایی درخواست ترتیب، این به .است شده خصوصی حریم از ضعیف محافظت به منجر مصنوعی هوش

 ها داده خصوصی حافظان .باشد داشته وجود مناسبی تدابیر باید بیمار نمایندگی و یخصوص حریم حفظ برای .دارد وجود ها داده کلان سلامت

 ها آن از جایگزین استفاده از جلوگیری و ها داده از حفاظت تا شوند تشویق ساختاری نظر از باید و گیرند قرار رقابتی اهداف تأثیر تحت توانند می

 .شود می مربوط مصنوعی هوش بر مبتنی های روش طریق از خصوصی حریم نقض خارجی طرخ به ها نگرانی از دیگری مجموعه .کنند تضمین را

 را هایی داده چنین مجدداً موفقیت با که جدیدی های الگوریتم به توجه با است ممکن بیمار سلامت های داده کردن ناشناس یا شناسایی توانایی

 .دهد افزایش خصوصی سرپرستی تحت بیمار های داده برای را خطر تواند می مرا این .شود باطل حتی یا بیفتد خطر به ،اند کرده شناسایی

 .است شده نگاشته تحلیلی ـ توصیفی روش به مقاله این :روش

 .است شده رعایت امانتداری و صداقت متون، اصالت رعایت ضمن حاضر، پژوهش نگارش مراحل تمام در :اخلاقی ملاحظات

 استفاده اند، شده ایجاد نهادها هدایت تحت های برداشت این دلیل به که ای داده های شکاف پرکردن برای وانندت می تولیدی های داده :ها هیافت

 از ای بهبودیافته و جدید اشکال به نیاز بازشناسایی، مسأله مورد در .کنند جلوگیری مصنوعی هوش های سیستم شدن عملیاتی غیر از و شوند

 .داشت خواهد ودوج سازی ناشناس و ها داده حفاظت

 .دارد قرار ها آن بر حاکم های فناوری از ماندن عقب خطر معرض در نظارت و مقررات آن در که هستیم موقعیتی در حاضر حال در :گیری نتیجه

 .کند یقتشو را ها داده از حفاظت و سازی ناشناس برای تر پیچیده های روش باید و کند تأکید بیمار رضایت و نمایندگی بر باید مقررات

 پزشکی های داده ؛زیستی اخلاق ؛مصنوعی هوش ؛خصوصی حریم بر حق :کلیدی واژگان
 

 Navid.zamaneh@roshdiyeh.ac.ir :الکترونیک پست ؛قدیم زمانه نوید :مسئول نویسنده

 30/30/1030تاریخ انتشار:  ؛30/30/1030 :پذیرش تاریخ ؛03/30/1030 :دریافت تاریخ

 :گیرد قرار استناد مورد زیر روش به قالهم این است خواهشمند

Zamaneh Ghadim N, Abbaspour Jalali A. Medical Data Protection: The Interaction of the Right to Privacy and 

Artificial Intelligence. Health Law Journal. 2024; 2: e7. 

 مقاله پژوهشی                                                                                                                                                                                       اددسترسی آز
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 نوید زمانه قدیم و همکار های پزشکی: تعامل حق بر حریم خصوصی و هوش مصنوعی حفاظت از داده

 

 1 .باشد سلامت سینا می حقوق و یزیست اخلاق انستیتو به متعلق اثر، این انتشار حقوق تمامی       3041، دوره دوم، حقوق سلامتمجله 
 

 مقدمه

 به اندرم و بهداشت حوزه در مصنوعی هوش های پیشرفت

 در توجهی قابل تأثیر زودی به و است وقوع حال در سرعت

 هوش جدید فناوری چندین .داشت خواهد واقعی دنیای

 چند و شوند می نزدیک اجرایی قابلیت مرحله به مصنوعی

 .(1) هستند نزدیک بهداشتی های سیستم در ادغام به نیز مورد

 ،تشخیصی تصاویر تحلیل در مصنوعی هوش رادیولوژی، در

 در محققان مثال، عنوان به .است شده واقع مفید بسیار

 در تواند می که اند کرده تولید الگوریتمی استنفورد دانشگاه

 10 برای را سینه قفسه ایکس اشعه تصاویر ثانیه، چند عرض

 ارگان، تخصیص رادیوتراپی، .(0) کند تفسیر مختلف پاتولوژی

 بهداشتی های تمراقب در دیگر حوزه چندین و رباتیک جراحی

 از توجهی قابل تأثیر تحت مدت میان تا مدت کوتاه در نیز

 در .(0-0) گرفت خواهند قرار مصنوعی هوش های فناوری

 از یکی تازگی به (FDA) دارو و غذا سازمان متحده، ایالات

 را بالینی های مراقبت در ماشین یادگیری کاربردهای اولین

 از دیابتی رتینوپاتی صتشخی برای افزاری نرم ـ کرد تأیید

 عمومی بحث سریع، پیشرفت این دلیل به ـ تشخیصی تصاویر

 چگونگی و مصنوعی هوش مزایای و خطرات درباره ای فزاینده

 فناوری کشفیات از بسیاری .(0) دارد وجود آن توسعه مدیریت

 دانشگاهی تحقیقاتی محیط یک در مصنوعی هوش زمینه در

 این انتشار برای توانند می تجاری شرکای .شود می انجام

 به .باشند ضروری واقعی دنیای در استفاده منظور به ها فناوری

 فرآیند یک تحت معمولاً ها فناوری این دلیل، همین

 کنترل و مالکیت به نهایت در و گیرند می قرار سازی تجاری

 .آیند درمی خصوصی نهادهای

 در مصنوعی هوش های فناوری از برخی این، بر علاوه

 خصوصی های شرکت یا کنولوژیبیوت های استارتاپ

 مصنوعی هوش مثال، عنوان به .اند یافته توسعه شده تأسیس

 IDx استارتاپ توسط دیابتی رتینوپاتی شناسایی برای معروف

 مصنوعی هوش خود چراکه ،(0) شود می نگهداری و توسعه

 به نیاز بنابراین باشد، شفاف غیر نظارت منظور به تواند می

 نگهدارنده و دهنده توسعه های شرکت با تعامل از بالایی سطح

 داروی و غذا سازمان .بود خواهد ضروری اغلب فناوری این

 به که مصنوعی هوش خود روی بر اینکه جای به متحده ایالات

 مؤسساتی اکنون ،کند تمرکز است، تغییر حال در مداوم طور

 رصد ند،کن می نگهداری و توسعه را مصنوعی هوش که را

 که است کرده پیشنهاد را قانونی اروپا کمیسیون .(7) نماید می

 و باشد می مصنوعی هوش زمینه در هماهنگ قوانین شامل

 کند می ترسیم را سازمانی مسئولیت و خصوصی حریم اصول

 از حفاظت عمومی مقررات در آنچه با مشابه بسیار که (0)

 کشورها سایر .(0) است دارد، وجود (GDPR) اروپا های داده

 هوش برای خاصی مقررات اند نتوانسته هنوز کانادا مانند

 نسبتاً مرز یک همچنان مصنوعی هوش .کنند تنظیم مصنوعی

 یک فاقد حاضر حال در و است جهانی بهداشت حوزه در نوین

 .(13) باشد می جهانی جامع نظارتی و قانونی ارچوبهچ

 قراردادن نیازمند است، شده ذکر که تجاری اجرایی ترتیبات

 سودآور های شرکت کنترل تحت بیماران سلامت اطلاعات

 اما نیست، جدید خود خودی به موضوع این اگرچه ،بود خواهد

 مصنوعی هوش اجرای در که خصوصی ـ عمومی رابط ساختار

 این به تواند می شود، می استفاده درمان و بهداشت حوزه در

 تحت های کلینیک ینهمچن هایی، شرکت چنین که باشد معنا

 نقش شده، مالی تأمین عمومی مؤسسات از برخی و مالکیت

 اطلاعات از حفاظت و استفاده آوردن، دست به در بیشتری

 های نگرانی مقاله این در .داشت خواهند بیماران سلامت

 در تجاری مصنوعی هوش زمینه در خصوصی حریم به مربوط

 جنبه دو هر روی بر و شود می بررسی درمان و بهداشت حوزه

 .است متمرکز جاری های داده امنیت و آن اجرای

 مقاله چندین تحقیق پیشینه خصوص در است ذکر شایان

 ویلیامسون .اند پرداخته موضوع این به علمی معتبر

(Williamson) بررسی به خود مقاله در همکاران و 

 هوش از استفاده در خصوصی حریم حفظ با مرتبط های چالش

 مقاله .است پرداخته بهداشتی های سیستم در مصنوعی

 و «افتراقی خصوصی حریم» مانند مختلفی های روش

 به و کرده بررسی ها داده محرمانگی حفظ برای را رمزنگاری

 ها فناوری این بر سیستماتیک نظارت و مقررات تنظیم اهمیت

 مقاله در همکاران و (Gentry) جنتری .(11) کند می تأکید
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 نوید زمانه قدیم و همکار های پزشکی: تعامل حق بر حریم خصوصی و هوش مصنوعی حفاظت از داده

 

 0 .باشد سلامت سینا می حقوق و زیستی اخلاق انستیتو به متعلق اثر، این انتشار حقوق تمامی       3041، دوره دوم، حقوق سلامتمجله 
 

 در خصوصی حریم حفظ مختلف های روش یبررس به خود

 هایی تکنیک .پردازد می پزشکی در مصنوعی هوش کاربردهای

 جمله از فدرالی یادگیری و همومورفیک رمزنگاری مانند

 بدون بیماران های داده از محافظت برای که است مواردی

 به همچنین .اند شده معرفی شخصی اطلاعات افشای

 حملات با مواجهه در مصنوعی هوش های الگوریتم های چالش

 مقاله در همکاران و همت .(10) است شده پرداخته امنیتی

 هوش از استفاده در خصوصی حریم و امنیتی مشکلات به خود

 های استراتژی و پرداخته بهداشتی های مراقبت در مصنوعی

 از استفاده و ها داده به دسترسی محدودکردن مانند مختلفی

 را بیماران اطلاعات از محافظت برای رمزنگاری های پروتکل

 در پزشکان نقش اهمیت به مقاله همچنین .کند می بررسی

 های الگوریتم مقابل در اطلاعات امنیت و سلامت تضمین

 همکاران و (L.Yang) لیانگ .(10) دارد اشاره مصنوعی هوش

 حریم حفظ برای مصنوعی هوش پیامدهای بر خود مقاله در

 بحث به و است متمرکز درمان و تبهداش بخش در خصوصی

 از استفاده با مرتبط قانونی و ختیشنا روان های چالش مورد در

 .پردازد می مصنوعی هوش های سیستم توسط پزشکی های داده

 بین تعادل ایجاد برای جدید راهکارهای همچنین مقاله

 دهد می پیشنهاد را خصوصی حریم حفظ و فناوری پیشرفت

 های چالش خود مقاله در همکاران و (Moussa) موسا .(10)

 هوش عصر در بهداشتی های داده از حفاظت با مرتبط

 حفظ نوین های روش بررسی به و کرده تحلیل را مصنوعی

 «ایمن ماشین یادگیری» از استفاده همچون خصوصی حریم

 های چهارچوب ایجاد اهمیت به نویسندگان .است پرداخته

 نتیجه در خصوصی ریمح نقض از جلوگیری برای قانونی

 .(10) دارند اشاره مصنوعی هوش گسترده کاربرد

 

 اخلاقی ملاحظات

 شامل یا کتابخانه مطالعه یاخلاق یها بهجن حاضر پژوهش در

 .تاس شده تیرعا یامانتدار و صداقت متون، اصالت

   

 روش

 .است شده نگاشته تحلیلی ـ توصیفی روش به مقاله این

  

 ها هیافت

 موقعیتی در حاضر حال در که دهد می نشان قیقتح های یافته

 ماندن عقب خطر معرض در نظارت و مقررات آن در که هستیم

 بر باید مقررات .دارد قرار ها آن بر حاکم های فناوری از

 های روش باید و کند تأکید بیمار رضایت و نمایندگی

 تشویق را ها داده از حفاظت و سازی ناشناس برای تر پیچیده

 .کند

   

 بحث

 های داده :آن از حفاظت لزوم و پزشکی های داده .3

 روانی جسمی، سلامت درباره که است اطلاعاتی شامل پزشکی

 توانند می ها داده این .شود می آوری جمع افراد پزشکی سابقه و

 شامل و گیرند قرار استفاده مورد عمومی یا فردی صورت به

 پزشکی، های شآزمای نتایج درمانی، سوابق چون اطلاعاتی

 های تشخیص حیاتی، علائم رادیولوژی(، )مثل پزشکی تصاویر

 شامل پزشکی های داده .باشند مصرفی داروهای و پزشکی

 :هستند زیر موارد

 فرد، سلامتی وضعیت با مرتبط اطلاعات :تشخیصی های داده

 های تشخیص و بالینی های بررسی ها، آزمایش نتایج شامل

 .پزشکی

 بر شده انجام های درمان به مربوط اطلاعات :یدرمان های داده

 .درمانی های برنامه و ها جراحی داروها، شامل فرد، روی

 ضربان خون، فشار مثل حیاتی علائم شامل :سلامتی های داده

 .افراد عمومی سلامت وضعیت به مربوط معیارهای سایر و قلب

 که فرد ژنوم و ای ان دی با مرتبط اطلاعات :ژنتیکی های داده

 .باشد ژنتیکی های بیماری ریسک دهنده نشان تواند می

 شوند ثبت کاغذی یا الکترونیکی شکل به توانند می ها داده این

 الکترونیکی پرونده )مثل مختلف بهداشتی های سیستم در و

 .(10) شوند ذخیره (Electronic Health Records سلامت
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 نوید زمانه قدیم و همکار های پزشکی: تعامل حق بر حریم خصوصی و هوش مصنوعی حفاظت از داده

 

 5 .باشد سلامت سینا می حقوق و زیستی اخلاق ستیتوان به متعلق اثر، این انتشار حقوق تمامی       3041، دوره دوم، حقوق سلامتمجله 
 

 و حساس عاتاطلا عنوان به پزشکی های داده حقوقی، منظر از

 خاص های حفاظت نیازمند که شوند می گرفته نظر در شخصی

 تحت ها داده این المللی، بین و ملی قوانین بیشتر در .هستند

 به .گیرند می قرار خصوصی حریم و ها داده از حفاظت قوانین

 GDPR: General Data Protection) قانون :مثال عنوان

Regulation) عنوان به را پزشکی های داده اروپا اتحادیه در 

 تحت که کند می تعریف «شخصی حساس های داده»

 قانون، این 0 ماده اساس بر .دارند قرار ای ویژه های حمایت

 تحت یا فرد صریح رضایت با تنها پزشکی های داده پردازش

 HIPAA قانون .(17) است مجاز خاص قانونی شرایط

(Health Insurance Portability and Accountability 

Act )پزشکی های داده از حفاظت نیز آمریکا متحده ایالات در 

 درمانی و بهداشتی نهادهای برای و داند می الزامی را

 اطلاعات این امنیت و محرمانگی حفظ برای هایی دستورالعمل

 پزشکی های داده قوانین، این اساس بر. (10) کند می تعیین

 نهادهای و شود ازشپرد افراد صریح رضایت با باید تنها

 افشای از جلوگیری برای امنیتی تدابیر اتخاذ به موظف مسئول

 .هستند ها داده این مجاز غیر

 اخلاقی و حقوقی مختلف دلایل به پزشکی های داده از حفاظت

 و حساس اطلاعاتی پزشکی های داده .است ضروری امری

 نشان را فرد سلامتی وضعیت تنها نه که هستند شخصی

 به منجر سوءاستفاده، صورت در توانند می بلکه د،دهن می

 حقوقی قوانین .شوند اقتصادی یا روانی اجتماعی، های آسیب

 ها داده این از حفاظت به خاص طور به کشورها از بسیاری در

 پردازش، آوری، جمع برای ای انهگیر سخت مقررات و پردازند می

 سال در که GDPR قانون .اند کرده تعیین ها آن افشای و

 و ترین جامع از یکی درآمد، اجرا به اروپا اتحادیه در 0310

 های داده از حفاظت به مربوط قوانین ترین انهگیر سخت

 در را پزشکی های داده ویژه طور به قانون این .است شخصی

 حفاظت مستلزم را ها آن و داده قرار «حساس های داده» دسته

 های داده پردازش قانون، این 0 ماده اساس بر .داند می بیشتری

 فرد صریح رضایت که است مجاز صورتی در تنها سلامت

 منافع نظیر خاص، قانونی شرایط تحت عمل این یا شود گرفته

 بیان وضوح به قانون این 0 ماده .شود انجام پزشکی، یا عمومی

 باید ها داده این نگهداری و پردازش آوری، جمع که کند می

 غیر افشای از تا شود انجام منیتیا دقیق های پروتکل تحت

 افراد همچنین .شود جلوگیری اجازه بدون دسترسی یا مجاز

 چه توسط و چگونه شان شخصی های داده بدانند دارند حق

 و شفافیت افزایش به امر این که شود می استفاده کسانی

 سال در که HIPAA قانون .کند می کمک افراد اطمینان

 ها تلاش اولین از یکی شد، ویبتص متحده ایالات در 1000

 در افراد خصوصی حریم و پزشکی های داده از حفاظت برای

 خصوصی حریم قواعد» به ویژه به قانون این .بود سلامت حوزه

(Privacy Rule») امنیت قواعد» و (Security Rule») 

 تا کند می ملزم را درمانی و بهداشتی نهادهای که دارد اشاره

 سلامت های داده از حفاظت برای ای هانگیر سخت تدابیر

 مؤسسات تمامی قانون، این اساس بر .کنند اتخاذ بیماران

 بهداشتی خدمات دهندگان ارائه و سلامت گران بیمه درمانی،

 به افراد پزشکی اطلاعات که کنند حاصل اطمینان باید

 به HIPAA همچنین، .شود می پردازش و ذخیره امن ای شیوه

 دسترسی خود پزشکی های داده به که دهد می را حق این افراد

 این حذف یا تصحیح درخواست نیاز صورت در و باشند داشته

 .کنند ارائه را ها داده

 از بلکه قانونی، الزام یک تنها نه پزشکی های داده از حفاظت

 حریم بر حق .شود می محسوب نیز بشر بنیادین حقوق

 اعلامیه نظیر المللی بین اسناد از بسیاری در که خصوصی

 مدنی حقوق المللی بین میثاق و (10 )ماده بشر حقوق جهانی

 معناست این به گرفته، قرار تأکید مورد (17 )ماده سیاسی و

 بدون او پزشکی و شخصی اطلاعات که دارد حق فرد هر که

 تنها نه حقوق این .نگیرد قرار سوءاستفاده یا افشا مورد رضایت

 ابزار یک عنوان به بلکه انسانی، تکرام از حفاظت ارچوبهچ در

 های برداری بهره و سوءاستفاده تبعیض، از جلوگیری برای مهم

 .دارد اهمیت افراد، پزشکی اطلاعات از قانونی غیر

 حریم بر حق: مصنوعی هوش و خصوصی حریم بر حق .2

 اسناد در که است بشر بنیادین حقوق از یکی خصوصی

 میثاق و (10 )ماده بشر حقوق جهانی اعلامیه نظیر المللی بین

 رسمیت به (17 )ماده سیاسی و مدنی حقوق المللی بین
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 نوید زمانه قدیم و همکار های پزشکی: تعامل حق بر حریم خصوصی و هوش مصنوعی حفاظت از داده

 

 6 .باشد سلامت سینا می حقوق و زیستی اخلاق انستیتو به متعلق اثر، این انتشار حقوق تمامی       3041، دوره دوم، حقوق سلامتمجله 
 

 جدیدی های زمینه در ویژه به حق این .است شده شناخته

 گسترش حال در ای فزاینده طور به که مصنوعی هوش مانند

 هوش از استفاده .است شده مواجه ای تازه های چالش با است،

 شخصی، های داده پردازش و لیلتح آوری، جمع برای مصنوعی

 های پرسش امنیت، و سلامت مانند هایی بخش در ویژه به

 حریم از حفاظت مورد در را ای گسترده اخلاقی و حقوقی

 .است کرده ایجاد افراد خصوصی

 اطلاعات از محافظت و حفظ معنای به خصوصی حریم بر حق

 زمجا غیر دسترسی یا دخالت هرگونه برابر در افراد شخصی

 بخش یک عنوان به بلکه فردی، سطح در تنها نه حق این .است

 به المللی بین و ملی قوانین از بسیاری در بشر بنیادین حقوق از

 کنوانسیون 0 ماده مثال، برای .است شده شناخته رسمیت

 از حفاظت برای افراد حق از صراحت به بشر حقوق اروپایی

 کند یم حمایت خود شخصی اطلاعات و خصوصی زندگی

 جدیدی های چالش به حق این دیجیتال، دوران در .(10)

 توسط شخصی های داده آوری جمع افزایش .است برخورده

 برای مصنوعی هوش کاربرد ویژه به و ها شرکت و ها دولت

 در پیش از بیش را حق این ها، داده از عظیمی حجم پردازش

 عیمصنو هوش توانایی واقع، در .است داده قرار خطر معرض

 از حساس اطلاعات استخراج و ها داده تحلیل و تجزیه برای

 .شود خصوصی حریم نقض موجب راحتی به تواند می ها، آن

 از وسیعی حجم پردازش و تحلیل توانایی با مصنوعی هوش

 تأثیر خصوصی حریم بر حق بر مستقیم طور به ها، داده

 همسأل حوزه، این در ها چالش بزرگترین از یکی .گذارد می

 اگر حتی ،است (Re-Identification) مجدد شناسایی

 های الگوریتم شوند، ذخیره ناشناس صورت به فردی های داده

 و الگوها تحلیل طریق از توانند می مصنوعی هوش پیشرفته

 این .کنند شناسایی دوباره را افراد هویت دیگر، های داده

 تیکی،ژن یا پزشکی حساس های داده مورد در ویژه به ،مسأله

 .(03) شود می محسوب جدی اخلاقی و حقوقی چالش یک

 های داده از حفاظت به که المللی بین قوانین ترین مهم از یکی

 هوش جمله از نوین، های فناوری تهدیدات برابر در شخصی

 های داده از حفاظت عمومی مقررات پردازد، می مصنوعی،

 های داده از استفاده قانون، این .است (GDPR) اروپا اتحادیه

 به ملزم را ها شرکت و کند می محدود شدت به را شخصی

 پردازش برای کاربران رضایت و امنیت شفافیت، اصول رعایت

 پردازش هرگونه ،GDPR اساس بر .کند می شخصی های داده

 هوش های الگوریتم از استفاده شامل که شخصی های داده

 :که است مجاز صورتی در تنها شود، می مصنوعی

 شود؛ جلب افراد آگاهانه و صریح رضایت

 شود؛ تضمین خودکار های گیری تصمیم برابر در افراد حقوق

 غیر دسترسی از جلوگیری برای مناسب حفاظتی اقدامات

 .گیرد صورت شخصی های داده به مجاز

 از دارند حق افراد که دارد تأکید قانون این 00 ماده همچنین

 انجام مصنوعی هوش طتوس )که خودکار های گیری تصمیم

 یا باشند داشته صریح رضایت اینکه مگر کنند، دوری شود( می

 .باشد مشروع و قانونی منافع راستای در گیری تصمیم این

 رابطه در مصنوعی هوش از استفاده در دیگر های چالش از یکی

 هوش های الگوریتم .است تبعیض خطر خصوصی، حریم با

 هایی گیری تصمیم شخصی، های هداد طریق از توانند می مصنوعی

 .شود تبعیض به منجر مستقیم غیر طور به که دهند انجام

 استخدام، و امنیت بهداشت، های حوزه در مثال، برای

 نتایج شده، آوری جمع اطلاعات اساس بر توانند می ها الگوریتم

 طور به را خاصی های گروه یا افراد که کنند ایجاد نامتعادلی

 توازن حفظ .(01) دهد می قرار خطر معرض رد ای ناعادلانه

 خصوصی حریم حفظ و مصنوعی هوش حوزه در نوآوری بین

 هوش فناوری .است دیجیتال دوران اساسی های چالش از یکی

 اجتماعی خدمات بهبود برای عظیمی پتانسیل دارای مصنوعی

 های مکانیسم ایجاد نیازمند همزمان اما است، اقتصادی و

 .کند جلوگیری خصوصی حریم نقض از که ستا فنی و قانونی

 خصوصی حریم و فدرالی یادگیری مانند ها تکنیک از برخی

 ای گونه به کنند، حفظ را توازن این تا کنند می تلاش افتراقی

 پردازش خصوصی حریم نقض بدون افراد شخصی های داده که

 .(00) شوند

 هوش: کنترل و استفاده دسترسی، مورد در نگرانی .1

 با مقایسه در فرد به منحصر ویژگی چندین دارای نوعیمص
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 نوید زمانه قدیم و همکار های پزشکی: تعامل حق بر حریم خصوصی و هوش مصنوعی حفاظت از داده

 

 7 .باشد سلامت سینا می حقوق و زیستی اخلاق ستیتوان به متعلق اثر، این انتشار حقوق تمامی       3041، دوره دوم، حقوق سلامتمجله 
 

 نوع به است ممکن ویژه به، است سنتی بهداشتی های فناوری

 اوقات گاهی و باشد مستعد تعصبات و خطاها از خاصی

 متخصصان توسط عملی طور به حتی یا راحتی به توان نمی

 به مشکل دلیل به امر این .شود نظارت پزشکی )انسانی(

 در پزشکی مصنوعی هوش ابزارهای در «سیاه جعبه» اصطلاح

 های الگوریتم های روش آن در که است ها داده از حفاظت

 به رسیدن برای استفاده مورد «استدلال» و یادگیری

 انسانی ناظران برای کاملاً یا جزئی طور به تواند می نتایجشان

 دسترس در حفاظتی مناسب تدابیر اگر .(00) باشد شفاف غیر

 و استفاده نحوه به است ممکن شفافیت عدم این اشد،نب

 ویژه، به ،باشد مربوط نیز شخصی و سلامت اطلاعات دستکاری

 توسعه حال در پژوهشگران از بسیاری مشکل، این به پاسخ در

 در ها آن ادغام که هستند مصنوعی هوش از تفسیر قابل اشکال

 یلدل به .(00) بود خواهد تر آسان پزشکی های مراقبت

 های سیستم مصنوعی، هوش فرد به منحصر های ویژگی

 نیز شوند می استفاده مداوم نظارت و تأیید برای که نظارتی

 های فناوری از توجهی قابل بخش .باشند فرد به منحصر باید

 دست در عصبی های شبکه و ماشین یادگیری با مرتبط موجود

 ت،مایکروساف گوگل، .دارد قرار فناوری بزرگ های شرکت

 حال در خاص طور به همه ها شرکت سایر و اپل ام، بی آی

 آینده برای پیشنهادهایی خود، های شیوه به سازی، آماده»

 «جهانی درمان و بهداشت صنعت مختلف های بهجن و سلامت

 توانند می اطلاعات گذاری اشتراک های نامه توافق .(00) هستند

 این به نبیمارا سلامت اطلاعات به دسترسی اعطای برای

 برخی همچنین .گیرند قرار استفاده مورد خصوصی مؤسسات

 سازی پیاده برای اخیر خصوصیـ  عمومی های مشارکت از

 خصوصی حریم از ضعیف حفاظت به منجر ماشین یادگیری

 شرکت به متعلق که مایند دیپ مثال، عنوان به .است شده

 در ست،ا شود( می اشاره گوگل عنوان به پس این از )که آلفابت

 از تا کرد همکاری لندن فری رویال NHS بنیاد با 0310 سال

 کلیه حاد آسیب مدیریت به کمک برای ماشین یادگیری

 اجازه بیماران به که کردند اشاره منتقدان .(00) کند استفاده

 خود اطلاعات از استفاده مورد در که بود نشده داده

 طور به یخصوص حریم تأثیرات همچنین و کنند گیری تصمیم

 وزارت در ارشد مشاور یک .بود نگرفته قرار بحث مورد کافی

 اساس بر بیماران اطلاعات که نمود اذعان انگلستان بهداشت

 جدال .(07) است آمده دست به «نامناسب قانونی پایه»

 مستقیم طور به گوگل که آمد وجود به آن از پس بیشتری

 مؤثر طور به و گرفت دست به را مایند دیپ اپلیکیشن کنترل

 ایالات به بریتانیا از را بیماران شده ذخیره های داده کنترل

 «ضمیمه» اساسی طور به توانایی .(00) کرد منتقل متحده

 حوزه به بیماران خصوصی های داده از انبوهی مقادیر کردن

 در و است کلان های داده از جدیدی واقعیت دیگر، قضایی

 درمان و بهداشت حوزه در مصنوعی هوش سازی پیاده زمان

 های نوآوری تمرکز .دارد قرار بیشتری خطر معرض در تجاری،

 تعادل عدم فناوری، بزرگ های شرکت در دانش و فناوری

 توانند می عمومی نهادهای آن در که کند می ایجاد قدرتی

 در داوطلب و برابر شریک یک عنوان به کمتر و تر وابسته

 .کنند عمل یبهداشت های فناوری سازی پیاده

 بیماران خصوصی حریم های نقض این از برخی که حالی در

 حریم های سیاست و مقررات قوانین، وجود با است ممکن

 مشخص مایند دیپ مثال از باشد، داده رخ موجود خصوصی

 و خصوصی حریم حفظ برای مناسبی تدابیر باید که است

 صوصیخـ  عمومی های مشارکت این زمینه در بیماران اختیار

 از عمومی های سوءاستفاده احتمال از فراتر .باشد داشته وجود

 ،آورد می وجود به را جدیدی چالش مصنوعی هوش قدرت،

 از زیادی مقادیر به دسترسی به معمولاً ها الگوریتم زیرا

 به ها داده این از است ممکن و دارند نیاز بیماران های داده

 مالکیت و مکان .نندک استفاده زمان طول در مختلف های روش

 برای را بیماران سلامت اطلاعات که کامپیوترهایی و سرورها

 و ذخیره درمان و بهداشت حوزه در مصنوعی هوش استفاده

 قوانین .دارد زیادی اهمیت سناریوها این در یابند، می دسترسی

 از که قضایی حوزه در بیماران های داده که کنند ایجاب باید

 .بمانند باقی محدود استثنائاتی لحاظ با البته ،اند آمده دست به آن

 که است تحقق قابل زمانی خصوصی حریم از قوی حفاظت

 به خود های طراحی با تا شوند تشویق ساختاری طور به نهادها

 .(00) بپردازند ها داده از حفاظت تضمین برای همکاری

 و بهداشت حوزه در مصنوعی هوش تجاری های سازی پیاده
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 قابل خصوصی حریم از حفاظت اهداف برای تواند می درمان

 همانطور .کند می معرفی را متضادی اهداف اما باشد، مدیریت

 درآمد کسب ها داده از بتوانند اگر ها شرکت شد، مشاهده که

 های مجازات اگر و کنند برداری بهره ها آن از نوعی به یا کنند

 جبران را تاررف این تا نباشند سنگین کافی اندازه به قانونی

 از همیشه که نشوند تشویق کافی اندازه به است ممکن کنند،

 سایر نیز و دلیل این به .کنند محافظت خصوصی حریم

 بر بیشتر سیستماتیک نظارت برای هایی درخواست ها، نگرانی

 کلان های داده با درمان و بهداشت های فناوری و تحقیقات

 .(03) است شده مطرح

 اطلاعات از شرکتی های سوءاستفاده از هایی نمونه به توجه با

 جای است، مشاهده قابل کشورها همه در که بیماران سلامت

 به تواند می عمومی اعتماد به مربوط مسائل که نیست تعجب

 از 0310 سال در نظرسنجی یک مثال، عنوان به .آید وجود

درصد  11 تنها که داد نشان آمریکایی بزرگسال هزار چهار

 های شرکت با خود سلامت های داده گذاری اشتراک به مایل

 گذاری اشتراک به مایلدرصد  70 که حالی در بودند، فناوری

درصد  01 تنها این، بر علاوه .(01 بودند پزشکان با ها داده این

 حدی تا» فناوری های شرکت های داده امنیت مورد در افراد از

 مانند رهاکشو برخی در .(00) بودند «معتمد» یا «مطمئن

 که است نشده آن از مانع موضوع این متحده، ایالات

 کامل طور به که را بیماران های داده ها بیمارستان

 و مایکروسافت مانند هایی شرکت با اند، نشده سازی ناشناس

 ممکن عمومی اعتماد عدم .(00) بگذارند اشتراک به ام بی آی

 مصنوعی شهو تجاری های سازی پیاده بر عمومی نظارت است

 به منجر حتی یا دهد افزایش را درمان و بهداشت حوزه در

  .شود ها آن علیه حقوقی دعاوی

 از استفاده مورد در که دیگری نگرانی: بازشناسایی ایراد .0

 به دارد، وجود تجاری مصنوعی هوش در کلان های داده

 های سیستم از ناشی خصوصی حریم نقض خارجی خطرات

 های داده نقض .شود می مربوط یشرفتهپ بسیار الگوریتمی

 جمله از جهان، سراسر در کشورها از بسیاری در بهداشتی

 یافته افزایش (00) اروپا و (00) کانادا ،(00) متحده ایالات

 طور به حاضر حال در است ممکن که حالی در و است

 و مصنوعی هوش نشوند، استفاده هکرها توسط ای گسترده

 اطلاعات از حفاظت در فزاینده ناتوانی به ها الگوریتم سایر

 اند داده نشان اخیر مطالعات از تعدادی .کنند می کمک سلامت

 برای توانند می نوظهور محاسباتی های استراتژی چگونه که

 توسط که بهداشتی های داده مخازن در افراد شناسایی

 استفاده مورد شوند، می مدیریت خصوصی یا عمومی نهادهای

 ناشناس اطلاعات که صورتی در حتی موضوع این و گیرند قرار

 .(07) است صادق نیز باشد، شده پاک ها شناسه تمام از و شده

 های داده که کرد گیری نتیجه 0310 سال در مطالعه یک

 برای تواند می شناسی نسل های شرکت توسط شده آوری جمع

 اروپایی نژاد با های آمریکایی ازدرصد  03 تقریباً شناسایی

 به احتمالاً درصد این نزدیک، آینده در اینکه و شود ستفادها

 یک این، بر علاوه .(00) یافت خواهد افزایش توجهی قابل طور

 ارچوبهچ» یک از آمیز موفقیت طور به 0310 سال در مطالعه

 الگوریتم یک دیگر، عبارت به ـ کرد استفاده «پیوندی حمله

 که ـ است ناشناس بهداشتی اطلاعات بازشناسایی آن هدف که

 دنیای در واقعی افراد به را آنلاین بهداشتی های داده تواند می

 آنلاین بهداشتی های داده پذیری آسیب» و کند مرتبط واقعی

 از نمونه چند تنها این و (00) دهد نشان را« موجود

 امنیت درباره را تیسؤالا که است توسعه حال در رویکردهای

 مطرح شود، می تلقی محرمانه وانعن به که بهداشتی اطلاعات

 های تکنیک» که است شده پیشنهاد واقع، در .است کرده

 و کرده اثر بی را سازی پاک مؤثری طور به امروزی بازشناسایی

 .(03)« اندازند می خطر به را خصوصی حریم

 مورد در را خصوصی حریم خطرات بالقوه طور به واقعیت این

 برای مصنوعی هوش خصوصی های شرکت به دادن اجازه

 در حتی دهد، می افزایش بیماران سلامت اطلاعات کنترل

 تیسؤالا همچنین .شود می انجام «سازی ناشناس» که شرایطی

 با که عملی مسائل سایر و بیمه قابلیت مسئولیت، درباره

 های داده کنترل مستقیم طور به دولتی نهادهای که مواردی

 با .کند می مطرح است، متفاوت دارند، دست در را بیماران

 که قانونی های ریسک پیچیده و متغیر ماهیت به توجه
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 خصوصی مصنوعی هوش نگهدارندگان و دهندگان توسعه

 با بیماران های داده بالای حجم با کار هنگام در است ممکن

 که است دقیقی قراردادهای تنظیم به نیاز شوند، مواجه آن

 نتایج قبال در یتمسئول و درگیر طرفین تعهدات و حقوق

 .کند مشخص را مختلف بالقوه منفی

 هوش های سیستم دهندگان توسعه که هایی راه از یکی

 درباره مداوم های نگرانی بالقوه طور به توانند می مصنوعی

 تولیدی های داده از استفاده کنند، برطرف را خصوصی حریم

 اما ،یواقع بیمار های داده تولید توانایی تولیدی های مدل .است

 (01) دهند می توسعه واقعی افراد با ارتباط بدون را مصنوعی

 از مدت طولانی استفاده بدون را ماشین یادگیری تواند می که

 است ممکن هرچند کند، پذیر امکان بیماران واقعی های داده

 .باشد نیاز واقعی های داده به تولیدی مدل ایجاد برای ابتدا در

  

 گیری نتیجه

 سازی پیاده و توسعه در جذاب و جالب دوره کی حاضر عصر

 که بیمارانی و است درمان و بهداشت حوزه در مصنوعی هوش

 شود، می استفاده مصنوعی های هوش این توسط هایشان داده

 از گیری، چشم طور به نه اگر توجهی، قابل طور به باید

 مند بهره کنند، می ایجاد ها فناوری این که سلامتی بهبودهای

 حوزه در تجاری مصنوعی هوش سازی پیاده حال، این با .دشون

 مواجه خصوصی حریم جدی های چالش با درمان و بهداشت

 نظر از و ترین خصوصی از یکی شخصی پزشکی اطلاعات .است

 های نگرانی .است ها داده اشکال ترین شده محافظت حقوقی

 استفاده و کنترل دسترسی، چگونه اینکه مورد در توجهی قابل

 گذشت با است ممکن سودجو های طرف توسط اطلاعات این از

 یابنده بهبود خود بهخود مصنوعی هوش پیشرفت با و زمان

 در بیمار رضایت و اختیار بر تأکید .دارد وجود کند، تغییر

 اخلاقی و حقوقی های ارزش حوزه، این در مقررات توسعه

 وانعن به .کند می منعکس را لیبرال های دموکراسی کلیدی

 از استفاده با مکرر آگاهانه رضایت کسب برای الزامات مثال،

 به امکان، صورت در ها، داده جدید کاربردهای برای فناوری

 .کرد خواهد کمک بیماران اختیار و خصوصی حریم حفظ

 برقرار ارتباط وضوح به تواند می ها داده برداشت حق همچنین

 صورت در ردد؛گ فراهم اجرا برای تر آسان ویژه به و شود

 های شکاف کردنپر برای توانند می تولیدی های دهدا امکان،

 ایجاد نهادها هدایت تحت های برداشت این دلیل به که ای داده

 های سیستم شدن عملیاتی غیر از و شوند استفاده اند، شده

 بازشناسایی، مسأله مورد در .کنند جلوگیری مصنوعی هوش

 و ها داده حفاظت از ای فتهبهبودیا و جدید اشکال به نیاز

 نوآوری نیازمند امر این .داشت خواهد وجود سازی ناشناس

 اینکه از اطمینان برای نظارتی جنبه یک همچنین و است

 ایمن و پیشرفته های روش از ها داده خصوصی نگهدارندگان

 کنند، می استفاده بیماران خصوصی حریم از حفاظت برای

 که هستیم وضعیتی در حاضر حال در ما .داشت خواهد وجود

 حاکم ها آن بر که هایی فناوری از است ممکن نظارت و مقررات

 هایی فناوری با اکنون اینکه هب توجه با .بمانند عقب هستند،

 بخشند، بهبود را خود سرعت به توانند می که داریم وکارسر

 .کنیم پسروی سرعت به که دارد وجود این خطر

  

 نویسندگان مشارکت

 گردآوری بحث، طرح موضوع، و ایده ارائه :مقدی زمانه نوید

 .پژوهش تدوین مطالب،

 .معرفی و پژوهش تدوین ،مطالب گردآوری :جلالی عباسپور آرام

 تیمسئول و نموده دییتأ و مطالعه را یینها نسخه سندگانینو

 .ندا رفتهیپذ را پژوهش قبال در ییپاسخگو

  

 قدردانی و تشکر

 .است نشده ابراز

  

 منافع ضادت

 ،قیتحق با رابطه در را یاحتمال منافع تضاد گونه چیه گانسندینو

 .اند هنکرد اعلام مقاله نیا انتشار و فیتأل
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 مالی تأمین

 یبرا یمال تیحما گونه چیه که دنینما یم اظهار گانسندینو

 .اند هنکرد افتیدر مقاله نیا انتشار و فیتأل ق،یتحق
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